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Today’s Lecture

Repetition from last lecture

Tariff analysis
Walk-through of mathematics behind
a tariff analysis in an example

Tests
Wald test, Likelihood test, AlC, BIC,
Risk Ratio, Gini




Repetiton

From last lecture



Risk

The risk is defined as the product of the claim frequency and the claim severity:

Risk = Frequency X Severity

Numberofelatms  Total claim cost
— , X :
Policy years Numberot-clatms

B Total claim cost
~ Policy years

This is a measure of the average claim cost per policy year.

The higher the expected annual claim cost a customer has, the higher the risk.
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Premium

Insurance premium = Risk premium (+ Some extra to pay our salary etc.)

The risk premium is not calculated on an individual level, but in customer groups
based on what we know about them: the rating factors.

Example:

We will consider an insurance portfolio of professional drivers (e.g. taxi drivers)
RERER
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Premium

We know the age of the driver, and can divide them into two age groups:
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Premium

We know where the drivers work, and can introduce a geographical category.
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Young




Premium

We have divided the customers into four groups, which are known as tariff cells.

All the customers within one tariff cell are treated as identical, and in the end they
will get the same risk factor. We use GLM-analysis to determine how risky these

cells are relative to each other.
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GLM — Generalized Linear Models

GLM is a way of expressing the relationship between an observed response
variable Y, based on a number of covariates X.

In insurance jargon: Based on historical data Y (observed frequency, severity or
risk) and the pricing variables X, we can calculate the expected value of Y.

E[Y]is the best guess for future values and is how we determine future risk.

The calculations are done by applying the method of MLE (Maximum Likelihood
Estimation).




-xample

Tariff analysis with GLM



Example - Claim cost modelling

Returning to our example, we will do the calculations to determine the

.Here are the four in a
Risk year Age Area Urban Rural
2010 adult rural e e e e e -
2010 adult urban |I
2010 young rural ° ° ° ° ° °




Mentimeter

Question 1



Example - Claim cost modelling

Returning to our example, we will do the calculations to determine the

Risk year Age Area Duration
2010 adult rural 6812
2010 adult urban 5923
2010 young rural 5815
2010 young urban 4923

We add , which is the time span when the insurance is active. Here we count it in



Example - Claim cost modelling

Returning to our example, we will do the calculations to determine the

Risk year Age Area Duration  Claim cost
2010 adult rural 6812 1.645.000
2010 adult urban 5923 289.000
2010 young rural 5815 3.145.000
2010 young urban 4923 1.523.000

We add for each tariff cell.



Example - Claim cost modelling

Returning to our example, we will do the calculations to determine the

Risk year Age Area Duration
2010 adult rural 6812
2010 adult urban 5923
2010 young rural 5815
2010 young urban 4923
We add , which means

Now we have all we need to calculate

Claim cost

1.645.000

289.000

3.145.000

1.523.000

NOC

2103

586

3914

1523

Frequency =

Number of claims

Policy years
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Example - Claim cost modelling

Returning to our example, we will do the calculations to determine the

Risk year Age Area Duration  Claim cost NOC Frequency
2010 adult rural 6812 1.645.000 2103 0,30872
2010 adult urban 5923 289.000 586 0,09894
2010 young rural 5815 3.145.000 3914 0,67309
2010 young urban 4923 1.523.000 1523 0,30936

We add the calculated



Example - Claim cost modelling

Returning to our example, we will do the calculations to determine the

Risk year Age Area Duration  Claim cost NOC Frequency
2010 adult rural 6812 1.645.000 2103 0,30872
2010 adult urban 5923 289.000 586 0,09894
2010 young rural 5815 3.145.000 3914 0,67309
2010 young urban 4923 1.523.000 1523 0,30936

The tariff cell for rural adults contains the most data in terms of policy years and therefore we
choose it as . We calculate relative to this cell.
To calculate the frequency relativities, we need to decide a link function.
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Link function

Linear regression is a great choice for modelling
linear phenomenon. E.g. how the cost vary
depending on how many apples you buy.

When it is not a linear relationship, e.g.

temperature and number of persons on a beach,

linear regression is not suitable.

Linear regression: g(u;) = y;

Hi)

Example of a GLM (logit): g(u;) = ln(l_u,

Link function g is defined as

gu;) = Exijﬁj
J
Where ; is the expected value of response
variable y;, x;; are the tariff cells (originates
from the data set we use for predicting y;)
and B; are parameters connecting x;; and
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From last lecture: Choosing link function

The frequency response variables ~ Poisson distribution

The severity response variables ~ gamma distribution

We choose the link function to be: g(-) = In() = g 1(-) = exp{-}

This ensures we get a multiplicative model.

Connecting this to the previous slide, we get the
link function and inverse function:

o) =In(uy) gt =y = eXuP)




Example - Frequency modelling

Age and Area corresponds to x;; and will be used to set up our tariff cells.

Risk year Age

2010 adult
2010 adult
2010 young
2010 young

Area

rural

urban

rural

urban

Duration

6812

5923

5815

4923

Claim cost

1.645.000

289.000

3.145.000

1.523.000

NOC

2103

586

3914

1523

Frequency
y

0,30872
0,09894
0,67309

0,30936

As discussed previous lecture:

Using response variables frequency
y;, the Poisson-distribution and log-
link function, we can find the
expected for
these tariff cells.

We start with modelling the frequency part, and return to severity later.
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Example - Frequency modelling

To connect the variables young/adult and
rural/urban to risk, we need to set up a

matrix of tariff cells. i Cell B35

The matrix has as many rows as 1 (AaR') 11 L12 213

combinations of variables. 9 ( A’U) To1 T99  X93
31 (Y,R) | #31 w32 @33
4|1 (Y,U) | x41 x40 43
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Example - Frequency modelling

The matrix is rewritten with 0 and 1, making each
row unique with regards to the set of variables. It
is called the

In this example, we need three columns.

The first column of covariates corresponds to the
intercept level. This includes adult A and rural R.

The second column corresponds to age
group. This corresponds to young Y or not.

The third column to area. This corresponds to
urban U or not.
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i| Cell T
1| (AR) 0]o0
2 | (A,U) 0[] 1
3| (Y,R) 1 1] 0
4| (Y,U) 1] 1

Basically, we add a factor 1 when the
rating factors differ from the base cell
on the first row.




Mentimeter

Question 2



Example - Frequency modelling

We keep the design matrix for the variable combinations.

We multiply with the vector of beta estimates: intercept, young and urban estimates.

From that we get the linear predictor for each tariff cell.

4 @ Ay . 3,7 [ (1 j
{ M L | ‘ ))i B 31 + 33

I X % | )," B1 + [

11 1| Y3 [ B+ B+ 6]

i | Cell log (4;)

1 (AR) 1’31

2 (A,U) 3 ] T~ 33
3 (Y . R) /6] | / ﬁ)’{_)

4 (YU) [ '))1 ,i')’-‘_) x )’3

Then we can instead of the O and 1 describe each variable combination with linear predictors.

U; is the expected value of y;, which means u; = E[y;] and y; ~ Pois(u;)

24



Example - Frequency modellin

With the linear predictors we can calculate the B estimates: B4, B2, b3
From that, we can find the u relativities: uq, u,, tis

For the claim frequency y;, we assume the Poisson distribution:
Yi

wto_
i;lii)=PF(Yi=yl')=y—i!e Hi

For the four independent responses, we get the log-likelihood function:

4
£=) yi-log(u) —log(yh) - i
i=1



Example - Frequency modelling

Writing out the sum: -
g ¢= Z —pti + yi - log () — log(y;!)
i=1
= — e’ +yp - log(e™) — log(u1!)
— M g log (1) — log (1a!)
— T2 gy log (ePH72) — log (ys!)

o 63'81—’_'62—{—"83 + oy - log(€,£31+,{32+,i33) - 10%(,@}4’)

H1 = et

[1g = P13

[l = eP1+p52

Ly = P12+
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Example - Frequency modelling

Writing out the sum: (=3 s + yi - log () — log (y,)

= — e’ 41 - log(e™) — log(y1!)
31+dg+l}2 100(€ 1+33) lo ( )

— M2 4y - log (1) — log(ys!)
31+L32+33_|_U o (d1+32+53)

00

log(ya!)
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Example - Frequency modelling

4

0= —p; + yi - log(p;) — log(ui!)
i=1

— P Y1 log(e*‘"jl)
_ ePrtBs Yo - log(eﬁl +;33)
_ 631+132 _|_ y?. . log(eﬁl —h"jg)

o Ei'dl+'i32+"{33 +yy - 10g<€|i31+,52+j33) +C

Writing out the sum:
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Example - Frequency modelling

Writing out the sum: |

Z:“HWQ pi) — log(yi!)
=—e +y B

— Mt Ly (By + 33)

— M2 L ys(B1 + )

_ PrtBrtBs Ly (3 4 By + B3) + C

Differentiating with regards to the beta-parameters and setting equal to O.

- B1+/ B1+/ B1+B2+03
= =My — B gy — TR g SR Ly = 0
(').,1'51
ot B1+32 51432+
S = T yy — TR 4y = 0
(‘)ﬁg
ol

29 0 .-53



Example - Frequency modelling

After some algebra, we are left with 3 equations and 3 unknowns; the MLE
equations.

l‘:_3/,-‘31 + 6,-l"31 +[32 + 6.31+.33 + Ez,.f'31‘|—.32‘|_.'~33 =y + Uy + Y3 + Y4

Ei'dl + 32 + E;..*'31+.-"32+"33 — Y3 + U4

5] 3 3 3 5}
eP17TP3 1 e 1+tPp2+pP3 Yo + Yy

30



Example - Frequency modelling

After some algebra, we are left with 3 equations and 3 unknowns; the MLE

equations. _, o o o
q e PPy Bt | Pttt 390107

1P PRl — () 982451
I3 PPt — ().408300

This is not trivial to solve analytically, so we solve it numerically.

B, ~ —1.24517 u = ef1 ~0.287921
B, ~ 0.87961 m) 4, =eP2 ~ 2409959
B; ~ —0.877529 1z = ePs = 0.415866

The u parameters are the relativities we are interested in.



Finding frequency factors

The first parameter, u4, is the intercept. Since we are only interested in the
relativities, we set uq = 1.

We have finally managed to find the expected frequency factors for the
tariff cells.

(A.R) Ely1] = m =2 = 1.00
(AU) Elya] = maps  ~ (1)(0.41) = 0.41
(Y.R) Elys] = pip, ~ (1)(2.41) = 2.41
(Y.U) Elyd = patioits =~ (1)(0.41)(2.41) = 1.00
Urban Rural
[ [ [
R

[ ]
4

1.00 241




Finding severity factors

By doing the similar calculations for the severity, we find
the following expected seyerity factors: /

Adult

Young




Finding risk factors

We get the final risk factors by multiplying the frequency with the severity,
and have completed the GLM-analysis.

Frequency Risk
Urban Rural Urban Rural
e O © ® O
Ll |

0.41 1.00

Young

@
Adu“'l'l
[ .

[ ]
4

® ©O
Young w w w Young

1.00 241
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Tests

Modelling tests

 Hypothesis testing - Wald test

 How good is our model? — Likelihood-ratio test
* Qverfitting - AIC and BIC

Business tests
» Portfolio profitability
o @Gini



Wald test

Hypothesis test to check if all parameters
are relevant.

Ho:ﬁj =0
Hl:IBj * 0

Bi~ N(ﬁjﬁ/%)

Ig;: (B Za - 9g;)
2
where Za = 1.96 for a = 0.05
2

If O is not within the confidence interval,

then Hy is false and B; is significant.

37

— | I | —>
B; —1.96 03, 3; B +1.96 03,
significant significant

il -
- L

not significant
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Estimate standard error aﬁj
1. Create the Hessian matrix

- 9%/ 024 9%¢ T
3%%1'11 3%%52 T 5%%37;, 2. Insert the maximum likelihood estimates
8820 9820 tt 9B208n ﬁl. """ . B . . o
G = /32_ A1 ’82. P2 }62. P This gives us numbers in the matrix, which is
: : . . called the evaluated matrix G.
0%/ 024 D%
-aﬁnaﬁl 8.BTL8JBE " aﬁn 8{3?: -
3. Calculate the negative inverse of the evaluated 4. The standard error is then g, = /V’dr(ﬁj)

matrix, —G 1, in which the diagonal element with
index (i,j) is Var (B))
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Likelihood-ratio test

Full mOdel, FM: logui = ,BO + xillgil + Xjp + 00+ Xinﬁin
Reduced model, RM:  logu; = B,

LU L(RM) is the likelih
LR=2"-In = 2(In L(FM) —In L (RM (RM) is the likelihood
L(RM) ( G (RM)) function

= 2 (In(FM) — In(RM))

= x*(# parameters in FM — # parameters in RM)

Hy = The reduced model RM gives the same results as the full model FM

H; = RM does not give the same result as FM
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Likelihood-ratio test

40

To evaluate wheter the null hypothesis
H, can be rejected or not with a
confidence of 95 %, we use the y2(n)
distribution.

n is the degree of freedom, which
corresponds to the difference in number
of parameters, whichisn=4—-1=3

For a p-value of 0.05, y?(3) corresponds
to 7.81.

If the calculated LR for our models is
larger than that we can reject Hy,.

LR ~ y2(3)

Not rejecting Hg

\

Rejecting Hy ——

Y2 =7.81 }

Calculated x?2



Overfitting — AIC and BIC

AIC = 2k —2loglL

k is the number of parameters in the model (including intercept ;)
L is the maximum likelihood ML estimate of the GLM.

BIC =logn-k —2logL

n is the number of observations

41



Business tests

Portfolio Profitability — Is the portfolio
correctly priced?

Gini Score — How well do we rank each
relative risk

42
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2000

1500

1000
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Old Model

Both Cars Carry Their Own Risk

2o

Volvo

New Model

Lamborghini

140%

120%

100%

80%

60%

40%

20%

0%

Old Profitability =—=New Profitability
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Gini

Gini score is a measure of how well we rank each risk.

©
o
e 10 4 = Sorted by ClaimCost, perfect model .
"(7’) === Random baseline {Gini 0.000)
8 Sorted by ModelPredictionFactor (NormGini 0.617)
*
g 0.8 1 ’.-""'I
© ~
O g
Y— 2 7
o E 06 -
) L Jf’f
LI E -
(qv] =} i
e “': ’11"{
. (f) = "‘
) § 041 -~
> = .
o '_‘: ) ll_,"'
- B
> 02 - -~
= o
) ,.»“
O
.-"
0oq =
100% 0.0 0.2 0.4 0.6 0.8 10

Fraction of total Duration
(ordered by model from safest to riskiest)

Cumulative share of customer duration,
sorted from lowest to highest risk

[ FlatRate — [ Lorenz I
| FlatRate — [ LorenzPerfectPrediction A+B

gini score =
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Risk ratio and levelling

, _ Total claim cost
Risk Ratio =

Total premium

price =y, - tariff factors

Yo IS the base level

Risk ratio is a measure that is used on
product or portfolio level to find whether
the portfolio is priced correctly.

There are often a RR target for a product,
and in the project the target is 90 %.

When claim cost modelling for a product is
done we need to make sure that we get a
good risk ratio, to at least receive enough
premium to cover the total claim costs.

To achieve the desired risk ratio, we perform
levelling by adjusting the base level y, and
apply that on top of the claim cost model.
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Summary

Tariff Analysis

Prepare data

Set up design matrix
Calculate g

Risk = Frequency - Severity

Tests
Likelihood-ratio test
Wald test

AlC

BIC

Risk ratio
Gini







